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$R \quad S$
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Theorem (Yannakakis, 81')
If a $C Q q$ has a join tree, then we can evaluate $q$ in linear time $O(|\ln |+\mid$ Out $\mid)$.
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Directed 2-paths with intermediate vertices being light: there are $N \cdot \sqrt{N}$ many and they can be found in $O(N \cdot \sqrt{N})=O\left(N^{\frac{3}{2}}\right)$ time. For each such path, check whether the endpoints are connected.

Otherwise, all vertices are heavy: but there are at most $\frac{2 N}{\sqrt{N}}=O(\sqrt{N})$ many heavy vertices. Construct the $O(\sqrt{N})$-by- $O(\sqrt{N})$ matrix and use matrix multiplication to find in $O\left((\sqrt{N})^{3}\right)=O\left(N^{\frac{3}{2}}\right)$ time.

Theorem (WCOJ by Ngo, Porat, Ré \& Rudra, 12') Any full CQ q can be computed in time $O\left(N^{\rho^{*}\left(\mathcal{H}_{q}\right)}\right)$.
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A tree decomposition of $\mathcal{H}=(\mathcal{V}, \mathcal{E})$ is a pair $(\mathcal{T}, \chi)$, where $\mathcal{T}$ is a tree and $\chi: V(\mathcal{T}) \rightarrow 2^{\mathcal{V}}$, such that (1) $\forall e \in \mathcal{E}$ is a subset for some $\chi(t), t \in V(\mathcal{T})$ and (2) $\forall v \in \mathcal{V}$ the set $\{t \mid v \in \chi(t)\}$ is a non-empty connected sub-tree of $\mathcal{T}$.

Just ensemble tables into bags, run WCOJ on each bag and then run Yannakakis on those bags!
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Which one to use? It depends?
Use two decompositions at the same time!
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Example (4-Cycle)
Using one tree decomposition $\rightarrow O\left(N^{2}\right)$.
Using two tree decompositions $\rightarrow O\left(N^{\frac{3}{2}}\right)$ !
Technicality: partition the join in such a way that every output is covered by at least one query plan!

Theorem (SOTA PANDA, Abo Khamis, Ngo \& Suciu, 16')
Any full q can be computed in time $\tilde{O}\left(N^{\mathrm{subw}(q)}+|O u t|\right)$.
Lemma (Marx, 10')
For any hypergraph $\mathcal{H}, \operatorname{subw}(\mathcal{H}) \leq \operatorname{fhtw}(\mathcal{H})$.
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Any $q$ cannot be computed via a combinatorial algorithm in time $O\left(\left|\left|\left.\right|^{\mathrm{emb}}\left(\mathcal{H}_{q}\right)-\epsilon\right)\right.\right.$ unless the Combinatorial $k$-Clique Conjecture is false.

|  | emb | subw |
| :--- | :--- | :--- |
| Acyclic | 1 | 1 |
| Chordal | $=$ | $=$ |
| $\ell$-cycle | $2-1 /\lceil\ell / 2\rceil$ | $2-1 /[\ell / 2\rceil$ |
| $K_{2, \ell}$ | $2-1 / \ell$ | $2-1 / \ell$ |
| $K_{3,3}$ | 2 | 2 |
| $A_{\ell}$ | $(\ell-1) / 2$ | $(\ell-1) / 2$ |
| $\mathcal{H}_{\ell, k}$ | $\ell / k$ | $\ell / k$ |
| $Q_{b}$ | $17 / 9$ | 2 |
| $Q_{h b}$ | $7 / 4$ | 2 |

Table: Embedding power and submodular width for some query classes
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## Thank You!
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